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Abstract. In a recent work of the authors, we proved the generic positivity of the

Beilinson–Bloch heights of the Gross–Schoen and Ceresa cycles. The geometric
part of the proof was to prove the maximality of the rank of the associated normal

function and the Zariski closedness of the Betti strata.

In this paper, we generalize these geometric results to an arbitrary family of
homologically trivial cycles. More generally, we prove a formula to compute the

Betti rank and prove the Zariski closedness of the Betti strata, for any admissible

normal function of a variation of Hodge structures of weight −1. We also define
and prove results about degeneracy loci. In the end, we go back to the arithmetic

setting and ask some questions about the rationality of the Betti strata and the

torsion loci.

1. Introduction

1.1. Background: Beilinson–Bloch height and positivity. Height theory,
introduced by Weil in 1928 and further developed by many others, is a fundamental
tool in Diophantine and Arithmetic Geometry. For example, the Néron–Tate height for
points on abelian varieties and its positivity were a key ingredient in the proof of the
Mordell–Weil theorem, in Vojta’s proof of the Mordell conjecture, and the formulation
of the Birch and Swinnerton-Dyer conjecture. It is desirable to extend the definition
of heights from points to higher cycles of a projective variety X defined over Q.

In the 1980s, Beilinson [Bei87] and Bloch [Blo84] independently proposed a con-
ditional definition of heights for homologically trivial cycles on X using integral mod-
els. They conjectured the positivity of their heights, an extension of the Mordell–Weil
theorem, and an extension of the BSD conjecture. Little is known in this context.

Recently in [GZ24], we proved the generic positivity of the heights of the Gross–
Schoen cycles and the Ceresa cycles, including a height inequality and Northcott prop-
erty. In these cases the Beilinson–Bloch heights are known to be well-defined, and their

2020 Mathematics Subject Classification. Primary 14D07; Secondary 14C25.

©0000 (copyright holder)

1



2 ZIYANG GAO AND SHOU-WU ZHANG

heights have important connections to diophantine geometry and special values of L-
series. We also formulated some general conjectures to extend these results to general
families of homologically trivial cycles.

The proof of [GZ24] has two parts: the arithmetic part and the geometric part,
bridged by Hain’s works on the Archimedean local height pairing. The arithmetic
part requires the construction of an adelic line bundle over the base, with semi-positive
curvature form, such that the height function is the Beilinson–Bloch height. Another
crucial ingredient of the arithmetic part is a volume identity, relating the arithmetic
volume and the geometric volume of the generic fiber of the adelic line bundles. Both
steps of the arithmetic part are confined to the Gross–Schoen and Ceresa cycles.

The goal of this note is to generalize the geometric part of [GZ24] to an arbitrary
family. This geometric part studies the admissible normal function associated with the
family of the cycles, and the main results are the Zariski closedness of the Betti strata
and the formula to compute the Betti rank. We proved these results for the Gross–
Schoen and Ceresa cycles in [GZ24], and in this note we generalize the arguments to
an arbitrary family.

1.2. Setup and main results. Let S be a quasi-projective variety over C and
let (VZ,F

•)→ S be a variation of Hodge structures (VHS) of weight −1. In practice,
every VHS of odd weight can be reduced to the case of weight −1 by a suitable Tate
twist.

The intermediate Jacobian is defined to be the family of compact complex tori
(write V := VZ ⊗ZS

OS for the holomorphic vector associated with VZ)

(1.1) π : J(VZ) = VZ\V/F0V−→S.

Let ν be an admissible normal function, i.e. a holomorphic section of π which gives rise
to a variation of mixed Hodge structures (VMHS) Eν on S with some nice properties;
for a more precise definition see the beginning of §3.1.

The fiberwise isomorphism VR,s
∼−→VC,s/F

0
s = Vs/F

0
s makes J(VZ) into a local

system of real tori

(1.2) J(VZ)
∼−→ VR/VZ.

Let FBetti denote the induced foliation, which we call the Betti foliation. More pre-
cisely, for any point x ∈ J(VZ), there is a local section σ : U−→J(VZ) from a neigh-
borhood U of π(x) in San, with x ∈ σ(U), represented by a section of the local system
VR. The manifolds σ(U) gluing together to a foliation FBetti on J(VZ). In particular,
all torsion multi-sections are leaves of FBetti.

1.2.1. Betti strata. For each integer t ≥ 0, set

(1.3) SBetti(t) :=
{
s ∈ S(C) : dimν(s)(ν(S) ∩FBetti) ≥ t

}
where by abuse of notation ν(S)∩FBetti means the intersection with the leaves. This
subset is, by definition, real-analytic. We then have the following Betti strata on S

(1.4) ∅ = SBetti(dimS + 1) ⊆ SBetti(dimS) ⊆ · · · ⊆ SBetti(1) ⊆ SBetti(0) = S.

A main result of this note is the algebraicity of the Betti strata.
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Theorem 1.1 (Theorem 4.2). For each t ≥ 0, SBetti(t) is Zariski closed in S.

When S is a subvariety of Mg – the moduli space of smooth projective curves
of genus g – and ν is the Gross–Schoen or Ceresa normal function, this is [GZ24,
Thm. 7.2].

1.2.2. Betti rank. Now assume that S is smooth. Then the Betti foliation induces
a decomposition TxJ(VZ) = TxFBetti⊕TxJ(VZ)π(x) for each x ∈ J(VZ). Thus for each
s ∈ S(C) we have a linear map

(1.5) νBetti,s : TsS
dν−→ Tν(s)J(VZ)→ Tν(s)J(VZ)s.

The Betti rank of ν is defined to be:

(1.6) r(ν) := max
s∈S(C)

dim νBetti,s(TsS).

A trivial upper bound is r(ν) ≤ min{dimS, 1
2 dimVQ,s} for any s ∈ S(C).

The Betti rank is easily seen to be related to the Betti strata, for example

(1.7) SBetti(1) 6= S ⇐⇒ r(ν) = dimS.

Another main result is the following formula for r(ν), which is often computable
in practice. As explained in §3.1, the VMHS Eν on S induces a period map ϕ =
ϕν : S−→Γ\D, with D a mixed Mumford–Tate domain whose Mumford–Tate group
we denote by G (so D is a G(R)+-orbit and G is the generic Mumford–Tate group of
the VMHS Eν).

Denote by V the unipotent radical of G; see Remark 3.2 for its geometric meaning.
Now the trivial upper bound on r(ν) can be easily improved to be

(1.8) r(ν) ≤ min{dimϕ(S),
1

2
dimQ V };

see (3.6).

Theorem 1.2 (Theorem 4.1). The Betti rank is given by

(1.9) r(ν) = min
N

(
dimϕ/N (S) +

1

2
dimQ(V ∩N)

)
,

where N runs over all normal subgroups of G, and ϕ/N is the induced period map

ϕ/N : S
ϕ−→ Γ\D [pN ]−−−→ Γ/N\(D/N)

with [pN ] the quotient by N defined in (2.11).

We will give two applications of Theorem 1.2 where the trivial upper bound (1.8) on
r(ν) is attained: Theorem 5.1 when (VZ,F

•)→ S is irreducible, and Theorem 5.2 when
the algebraic monodromy group of (VZ,F

•)→ S is simple (or when the Mumford–Tate
group of (VZ,F

•)→ S is simple).
When applied to the Gross–Schoen or Ceresa normal function over the whole Mg

(g ≥ 3), we get r(ν) = 3g−3 = dimMg as in [GZ24, §7]. In this particular case, Hain
[Hai25] gave a different proof.
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Remark 1.3. In the course of proof, we also obtain geometric results on torsion
loci. See Corollary 5.3 and Remark 5.4. Some of these results are also independently
proved by Kerr–Tayou [KT24] with a different method.

When applied to arithmetic families, the results mentioned in Remark 1.3 apply
to non-Q points. To study torsion Q-points, one needs to study the degeneracy loci as
indicated by [GH23]. We prove results about the degeneracy loci in §6.

1.3. Organization of the paper. We will give a quick summary on classifying
spaces of mixed Hodge structures and Mumford–Tate domains in §2. Then in §3
we recall the definition of the period map associated with a normal function and
explain how to see the Betti foliation in this language. With these preparations both
Theorem 1.1 and Theorem 1.2 are proved in §4. Then we give two applications of this
formula in geometric situations in §5, with a brief discussion on their applications to
the torsion loci.

In §6, we discuss the degeneracy loci. In §7, we ask some conjectures and ques-
tions about the Betti strata, which are closely related to our program of studying the
positivity of Beilinson–Bloch heights.

Acknowledgements. The material presented in this paper is part of the authors’
program to study the positivity of the Beilinson–Bloch height, and was done when ZG
visited SZ at Princeton University in January, February, and May 2024. ZG would
like to thank Princeton University for its hospitality.

Ziyang Gao received funding from the European Research Council (ERC) under
the European Union’s Horizon 2020 research and innovation program (grant agreement
n◦ 945714) during this work. Shouwu Zhang is supported by an NSF award, DMS-
2101787.

2. Quick summary on classifying spaces and Mumford–Tate domains

In this section, we give a review of classifying spaces of mixed Hodge structures
and Mumford–Tate domains.

Let V0 be a finite-dimensional Q-vector space. Let E be a Q-vector space fitting
into a short exact sequence 0 → V0 → E → Q → 0. This short exact sequence must
split, and we fix a splitting E = V0 ⊕Q.

2.1. Classifying spaces.
2.1.1. Pure Hodge structures. Consider the polarized Hodge data on V0: a non-

degenerate skew pairing Q−1 : V0⊗V0 → Q(1), and a partition {hp,qV0
}p,q∈Z of dimV0,C

into non-negative integers with p + q = −1 such that hp,qV0
= hq,pV0

. Then there exists
a classifying space M0 parametrizing Q-Hodge structures on V0 of weight −1 with a
polarization by Q−1 such that the (p, q)-constituent of V0,C has complex dimension
hp,q. Moreover, for the Q-group GM

0 := Aut(V0, Q−1), the associated real Lie group
GM

0 (R)+ acts transitively on M0, i.e. M0 = GM
0 (R)+x0 for any point x0 ∈M0. This

makes M0 into a semi-algebraic open subset of a flag variety M∨0 , which is a suitable
GM

0 (C)-orbit, and hence endows M0 with a complex structure and a semi-algebraic
structure.
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We can be more explicit on the action of GM
0 (R)+ on M0. For each x0 ∈M0, we

have a Hodge decomposition and a Hodge filtration F •x0

(2.1) VC =
⊕

p+q=−1
(Vx0

)p,q, F px0
VC =

⊕
p′≥p

(Vx0
)p

′,q′

with (Vx0)q,p = (Vx0)p,q. The inclusion M0 ⊆M∨0 is given by x0 7→ F •x0
.

For the Deligne torus S = ResC/RGm,C, the bi-grading decomposition above defines
a morphism hx0

: S → GL(VR), with (Vx0
)p,q the eigenspace of the character z 7→

z−pz̄−q of S. It is known that hx0(S) < GM
0 (R) for all x0 ∈ M0. Hence we have a

GM
0 (R)+-equivariant map, which is known to be injective,

(2.2) M0 → Hom(S,GM
0,R), x0 7→ hx0

with the action of GM
0 (R)+ on Hom(S,GM

0,R) given by conjugation. So we will view

M0 as a subset of Hom(S,GM
0,R).

For each x0 ∈ M0, denote by MT(x0) the Mumford–Tate subgroup of the Hodge
structure parametrized by x0. It is a reductive subgroup of GM

0 .
2.1.2. Mixed Hodge structures. Next, we turn to mixed Hodge structures of weight

of −1 and 0. Fix the following data on E = V0 ⊕Q: the weight filtration

W• := (0 = W−2E ⊆W−1E = V0 ⊆W0E = E);

the partition {hp,q}p,q∈Z of dimEC into non-negative integers, with hp,q = hp,qV0
for

p + q = −1 and h0,0 = 1 and hp,q = 0 otherwise; a non-degenerate skew pairing
Q−1 : V0 ⊗ V0 → Q(1).

There exists the classifying space M parametrizing Q-mixed Hodge structures
(E,W•, F

•) of weight −1 and 0 such that:

(a) the (p, q)-constituent GrpFGrWp+qEC has complex dimension hp,q;

(b) GrW−1E = V0 is polarized byQ−1 (so E is graded-polarized because GrW0 E = Q
is polarized by Q⊗Q→ Q, a⊗ b 7→ ab).

See [Pea00, below (3.7) to the Remark below Lem. 3.9].
In our case, we need a better understanding of the structure of M. Consider the

Q-group GM := Aut(E,Q−1,W ). Then we have

(2.3) GM = V0 o Aut(V0, Q−1) = V0 oGM
0

because each v ∈ V0 can be seen as an element of GL(E) by sending (w, a) ∈ V0 ⊕ Q
to (w + av, a). The map x 7→ F •x realizes M as a semi-algebraic open subset of a
suitable flag variety M∨, which is an orbit under GM(C). Moreover, the mixed Hodge
structure parametrized by each x ∈ M is split over R;1 more precisely, there exists a
splitting ER = V0,R⊕R of Hodge structures given by the inverse of ER∩F 0

xEC
∼−→V0,R.

So (see for example [Pea00, last Remark of §3])

(2.4) M = GM(R)+x.

This makes M into a semi-algebraic open subset of a flag variety M∨ and hence endows
M with a complex structure and a semi-algebraic structure.

1Here it is crucial that the mixed Hodge structure has two adjacent weights!
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For each x ∈ M, denote by MT(x) the Mumford–Tate subgroup of the Hodge
structure parametrized by x. It is a subgroup of GM which is not necessarily reductive.

2.1.3. Fibered structure. For each x ∈M, we have an induced Hodge structure on
V0 which we denote by p(x). This induces a projection

(2.5) p : M→M0,

which is compatible with the quotient GM → GM
0 = GM/V0.

Moreover, (2.3) induces a semi-algebraic isomorphism

(2.6) (q, p) : M
∼−→V0(R)×M0.

The complex structure on M is given by making M into a vector bundle over M0 with
fibers V0,R

∼−→V0,C/F
0
xV0,C. For each a ∈ V0(R), the submanifold (q, p)−1({a} ×M0)

is a semi-algebraic and complex submanifold of M. More precisely, let us summarize
into:

Proposition 2.1. We have:

(i) The semi-algebraic structure on M ⊆ Hom(S,GM
R ) is given by

(2.7) V0(R)×M0
∼−→M, (v, x0) 7→ Int(v) ◦ hx0

.

(ii) The complex structure on M is given by M
∼−→(V0(C)×D0)/F 0(V0 ×D0).

(iii) These two structures are related by the natural bijection

(2.8) V0(R)×M0 ⊆ V0(C)×M0 −→ (V0(C)×D0)/F 0(V0 ×D0).

Proof. Fix x ∈M and let hx : S→ GM
R be the corresponding homomorphism.

By [?, 1.8(a)], for any x ∈ M we have StabG(R)+(x) ' StabG0(R)+(π(x)) for

π : M→M0. Hence part (i) is a direct consequence of (2.3) that GM = V0 oGM
0 .

Set X := GM(R)+V0(C) · hx ⊆ Hom(SC,GM
C ), where the action is given by con-

jugation. The quotient p : GM → GM
0 induces a natural surjective map X→M0, and

by [?, 1.8(a)] each fiber of this map is a V0(C)-torsor.
The natural morphism of algebraic groups GM

0 ' {0} ×GM
0 < V0 oGM

0 = GM

induces a global section of X→M0, and hence an isomorphism X ' V0(C)×M0 over
M0.

Consider the following surjective equivariant map

(2.9) ϕ : X→ D, ghxg
−1 7→ g · x.

By [?, 1.8(b)], for each x ∈ D, the fiber ϕ−1(x) is a principle homogeneous space under
F 0
x0
V0,C with x0 = p(x). Hence ϕ gives a bijection (V0(C)×M0)/F 0(V0(C)×M0)→M

over M0. Moreover, the complex structure of M is precisely given by this bijection;
see [GK24, Proof of Prop. 2.6 in Appendix A] which is a consequence of [Pea00,
Thm. 3.13]. This establishes (ii).

For (iii), let XR := GM(R)+ · hx ⊆ X. Then (2.8) is XR ⊆ X
ϕ−→ M. We are

done. �
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2.2. Mumford–Tate domains and quotients.

Definition 2.2. A subset D of the classifying space M is called a (mixed) Mumford–
Tate domain if there exists an element x ∈ D such that D = G(R)+x, where G =
MT(x).

Let D be a Mumford–Tate domain in M.2 Then D is both complex analytic
irreducible and semi-algebraic in M. The group G in the definition above is called the
generic Mumford–Tate group of D and is denoted by MT(D). We have MT(x) < G
for all x ∈ D.

It is known that G < GM, and the unipotent radical of G equals V := V0 ∩G
(by reason of weight). Let G0 := G/V be the reductive part. Set D0 := p(D) ⊆ M0

for the map p defined in (2.5). Then D0 is a G0(R)+-orbit and is in fact a (pure)
Mumford–Tate domain in the classifying space M0.

Definition 2.3. A subset of D is said to be irreducible algebraic if it is both
complex analytic irreducible and semi-algebraic.

In view of [KUY16, Lem. B.1 and its proof], a subset of D is irreducible algebraic
if and only if it is a component of U ∩D with U an algebraic subvariety of M∨.

We also have a similar description of the fibered structure of p : D→ D0 as in (2.6).
Each x0 ∈ D0 ⊆M0 endows V0 with a Hodge structure of weight −1 whose Mumford–
Tate group is a subgroup of G0, and V is a sub-Hodge structure of V0 because V
is a G0-submodule of V0 and MT(x0) < G0. The following lemma is well-known to
experts, but we cannot find any reference. We give a proof here to make our paper
more complete. See also [GZ24, Lem. 6.2].

Lemma 2.4. Under the isomorphism (2.6), the image of the subset D ⊆ M is
(V (R) + v0)×D0 for some v0 ∈ V0(Q).

We thus obtain a natural isomorphism D ' V (R) ×D0. The following corollary
is then an easy consequence of the last sentence of §2.1.

Corollary 2.5. Let Z̃0 ⊆ D0 be an irreducible algebraic subset. Then for any

a ∈ V (R), the subset {a} × Z̃0 ⊆ V (R)×D0 ' D is irreducible algebraic.

Proof of Lemma 2.4. Recall the projection p : M → M0. To ease notation in
this proof, we will write MTx for the Mumford–Tate group of the Hodge structure
parametrized by x for any point in M or in M0.

For each x ∈ M, we have a surjective morphism MTx−→MTp(x) with kernel
Vx := V0 ∩ MTx. Thus Vx is the unipotent radical of MTx. This surjection has
a section s : MTp(x)−→MTx. Via GM = V0 o GM

0 , this section can be written as

s(g) = (σ(g), g) with σ a cocycle in Z1(MTp(x), V0). But H1(MTp(x), V0) = 0 since
MTp(x) is reductive. Thus σ is a coboundary, i.e. σ(g) = v0−gv0 for some v0 ∈ V0(Q)
unique up to addition by invariant vectors of V0 under action by MTp(x). Thus, we
get a precise Levi decomposition

(2.10) MTx = Vx o MTx0 = Int(v0)(Vx o MTp(x)),

2M is a Mumford–Tate domain in itself with MT(M) = GM.



8 ZIYANG GAO AND SHOU-WU ZHANG

where Vx = V ∩MTx, x0 = (v0, p(x)) is a point of M via the isomorphism (2.7). With
this isomorphism, we see that x = (v1 + v0, p(x)) with v1 ∈ V (R) which has Zariski
closure Vx over Q.

Now let us go back to our Mumford–Tate domain D = G(R)+x with G = MTx.
Then MTp(x) = G0 and Vx = V . Thus (2.10) becomes G = Int(v0)(V o G0). Now
the conclusion follows from (2.7). �

2.3. Quotient by a normal subgroup. Next we discuss about the quotient of
D. Let N CMT(D). By [GK24, Prop. 5.1], we have a quotient in the category of
complex varieties pN : D→ D/N with the following properties: (i) D/N is a Mumford–
Tate domain in some classifying space of mixed Hodge structures (which must be of
weight −1 and 0) and MT(D/N) = G/N ; (ii) each fiber of pN is an N(R)+-orbit.
Moreover pN is semi-algebraic.

Assume Γ is an arithmetic subgroup of G(Q). Then, the quotient Γ\D is an
orbifold. Denote by Γ/N the image of Γ under the quotient G → G/N . Then pN
induces

(2.11) [pN ] : Γ\D→ Γ/N\(D/N).

We close this section with the following definition.

Definition 2.6. A subset DN of M is called a weak Mumford–Tate domain if
there exist x ∈M and a normal subgroup N of MT(x) such that DN = N(R)+x.

In this definition, if x is taken to be a Hodge generic point, i.e. MT(x) = G, then
the weak Mumford–Tate domain thus obtained is a fiber of pN .

3. Period map associated with normal functions

Retain the notation of §1.2. Let S be a smooth irreducible quasi-projective variety.
Let (VZ,F

•) be a polarized VHS on S of weight −1. Let ν : S → J(VZ) be an admissible
normal function (defined in §3.1).

The first goal of this section is to recall the period map ϕν : S → Γ\D associ-
ated with ν (when ν is clearly in context, we simply denote it by ϕ), where D is
a (mixed) Mumford–Tate domain with generic Mumford–Tate group G, and Γ is a
suitable arithmetic subgroup of G(Q). This is described in §3.1.

The second goal of this section is to explain how to see the Betti foliation on J(VZ)
in terms of the period map and the fibered structure of the Mumford–Tate domain
D, or as called in references, how to see the fibration (2.5) of the classifying space
M→M0 as the universal intermediate Jacobians. This is done in §3.3.

We also recall in §3.2 the o-minimal structure attached to the period map.

3.1. Period map. Admissible normal functions are defined as follows. First of
all, each holomorphic section ν : S → J(VZ) defines a family of mixed Hodge structures
(Eν ,W•,F•E) on S of weight −1 and 0, such that the local system Eν fits into a short
exact sequence 0 → VZ → Eν → ZS → 0; see for example [Hai13, §4.1]. Then ν
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is called an admissible normal function if (Eν ,W•,F•E) is an admissible variation of
mixed Hodge structures (in particular, graded-polarizable).3

The VMHS (Eν ,W•,F•E) induces the universal period map

ϕ̃ = ϕ̃ν : S̃ −→M

from the universal cover uS : S̃ → San to a suitable classifying space M (2.4) of mixed
Hodge structures of weight −1 and 0 as follows. There is canonical trivialization

u∗SEν ' S̃ × Eν with Eν = H0(S̃, u∗SEν); then for any s ∈ S(C) the fiber Eν,s can be
canonically identified with Eν . Then ϕ̃ sends s̃ 7→ (Eν,Q, (W•)s̃, (F

•
E)s̃).

Next, let D be the smallest Mumford–Tate domain in M which contains ϕ̃(S̃);

see for example [GK24, §7.1] for a construction of D. Then ϕ̃ becomes ϕ̃ : S̃ → D.
Finally, since S is a quasi-projective variety, there exists an arithmetic subgroup Γ of
G(Q) such that ϕ̃ descends to a holomorphic map ϕ : San → Γ\D.

3.2. Setup for o-minimality. Let F ⊆ D be a fundamental set for the quotient
u : D→ Γ\D, i.e. u|F is surjective and (u|F)−1(x̄) is finite for each x̄ ∈ Γ\D. If F is a
semi-algebraic subset of D, then u|F includes a semi-algebraic structure on Γ\D.

By the main result of [BBKT24], there exists a semi-algebraic fundamental set
F ⊆ D for the quotient u : D → Γ\D with the following properties: ϕ is Ran,exp-
definable for the semi-algebraic structure on Γ\D defined by F.

3.3. Relating the Betti foliation and the period map. Let V0 := H0(S̃, u∗SVQ).

Now V0,Z := H0(S̃, u∗SVZ) is a lattice in V0(R) and u∗SVZ ' V0,Z×S̃. So J(VZ) = VR/VZ

induces J(VZ)×S S̃ = (V0,R/V0,Z)× S̃. For the universal covering map uJ : J̃→ J(VZ),

this furthermore induces J̃ = V0(R)× S̃. Then the leaves of the Betti foliation FBetti

defined below (1.2) are precisely those uJ({a} × S̃) for all a ∈ V0(R).
It can be related to periods maps as follows. For each s ∈ S(C) the fiber VQ,s can

be canonically identified with V0, and the polarized VHS VZ → S induces a period

map ϕ̃0 : S̃ → M0. On the other hand, each x ∈ J(VZ) lies in J(VZ)s = J(VZ,s) for
s = π(x), which is canonically isomorphic to ExtMHS(Z(0),VZ,s) by Carlson [Car85].

Hence each x̃ ∈ J̃ gives rise to a Q-mixed Hodge structure of weight −1 and 0 which

is an extension of Q(0) by V0. So we obtain a period map ϕ̃J : J̃ → M, which by
construction is

(3.1) ϕ̃J : J̃ = V0(R)× S̃ (1,ϕ̃0)−−−−→ V0(R)×M0 = M

under the identifications J̃ = V0(R) × S̃ given in the previous paragraph and M =
V0(R) × M0 given by (2.6). By last paragraph, the leaves of FBetti are precisely
uJ
(
ϕ̃−1
J ({a} ×M0)

)
for a ∈ V0(R).

Now we go back to ϕ̃ = ϕ̃ν : S̃ → D given by the normal function ν. The map

ν ◦ uS : S̃ → S → J(VZ) lifts to ν̃ : S̃ → J̃, and ϕ̃ = ϕ̃J ◦ ν̃.

3Admissibility is a good asymptotic property near the boundary [SZ85, Kas86]. The precise

definition is not needed in our paper since all our VMHSs are of geometric origin (hence admissible
[EZ86]).
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Denote by G := MT(D) the generic Mumford–Tate group (see below Defini-
tion 2.2), and V its unipotent radical.

Denote by D0 := p(D) ⊆M0 for the projection to the pure part p : M→M0 from
(2.5), and by abuse of notation p = p|D : D → D0. Recall the natural isomorphism
D = V (R)×D0 below Lemma 2.4. The period maps ϕ and ϕ̃ can be completed into:

(3.2) S̃
ϕ̃
//

uS

��

ϕ̃0

((
D = V (R)×D0

u

��

p
// D0

u0

��
S

ϕ //

ϕ0

55Γ\D
[p] // Γ0\D0

with p being the projection to the second factor.
We can decompose ϕ̃ as

(3.3) ϕ̃ = (ϕ̃V , ϕ̃0) : S̃ −→ D = V (R)×D0.

Recall SBetti(t) := {s ∈ S(C) : dimν(s)(ν(S) ∩FBetti) ≥ t} and define

Srk(t) = {s ∈ S(C) : dim νBetti,s(TsS) ≤ t}

for νBetti,s : TsS → Tν(s)J(VZ,s) defined in (1.5).

Lemma 3.1. For each t ≥ 0, we have

u−1
S

(
SBetti(t)

)
= {s̃ ∈ S̃ : dims̃ ϕ̃

−1({s̃V } ×D0) ≥ t}

=
⋃

r≥0
{s̃ ∈ S̃ : dims̃ ϕ̃

−1(ϕ̃(s̃)) = r, {s̃V } × C̃ ⊆ ϕ̃(S̃) for(3.4)

some complex analytic C̃ with dim C̃ ≥ t− r},

where s̃V = ϕ̃(s̃) for each s̃ ∈ S̃, and

(3.5) u−1
S (Srk(t)) = {s̃ ∈ S̃ : rank(dϕ̃V )s̃ ≤ t}.

In the union in (3.4), the second condition {s̃V }×C̃ ⊆ ϕ̃(S̃) always holds for r > t.

Proof. By the characteriation of the leaves of FBetti below (3.1), we have

u−1
J

(
ν(SBetti(t))

)
= {s̃′ ∈ ν̃(S̃) : dims̃′ ϕ̃

−1
J ({s̃′V } ×M0}) ≥ t},

where s̃′V is the image of s̃ ∈ J̃
ϕ̃J−−→ V0(R) ×M0 → V0(R) with the last map being

the natural projection. Applying ν̃−1 (whose fibers are of dimension 0 because ν is
injective) to the set above and noticing that uJ ◦ ν̃ = ν ◦ uS , we have

u−1
S

(
SBetti(t)

)
= {s̃ ∈ S̃ : dims̃(ϕ̃J ◦ ν̃)−1({s̃′V } ×M0}) ≥ t}.

Hence the first equality in (3.4) holds because ϕ̃J ◦ ν̃ = ϕ̃ and by Lemma 2.4. Similarly
we can prove (3.5).

The second equality in (3.4) clearly holds. We are done. �
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We also make the following observation. Lemma 2.4 and the discussion around
(3.1) imply the following: Jν := S ×Γ0\D0

(Γ\D) ⊆ J(VZ) is the relative intermediate
Jacobian of a sub-VHS translated by a torsion multisection; it contains ν(S) and
is the minimal one containing ν(S) with respect to inclusion. The relative dimension
dim Jν−dimS equals 1

2 dimV . Hence we have the following geometric characterization
of V .

Remark 3.2. V equals V′Q,s for any s ∈ S(C), where V′Z is the largest sub-VHS

of VZ such that ν is torsion under the projection J(VZ)→ J(VZ/V′Z).

Since ϕ̃V factors through ϕ̃ and has target V (R), we have the following trivial
upper bound by (3.5)

(3.6) νBetti,s(TsS) ≤ min

{
dimϕ(S),

1

2
dimV

}
for all s ∈ S(C).

This trivial upper bound can furthermore be improved when J(VZ) → S is not an
abelian scheme by Griffiths’ transversality.

4. The Betti rank and Zariski closedness of the Betti strata

The goal of this section is to prove Theorem 1.1 and Theorem 1.2. Retain the
notation of §1.2. Let S be a smooth irreducible quasi-projective variety. Let (VZ,F

•)
be a polarized VHS on S of weight −1. Let ν : S → J(VZ) be an admissible normal
function. We have the Betti foliation FBetti on J(VZ), which induces the linear map
(1.5)

νBetti,s : TsS → Tν(s)J(VZ,s)

at each s ∈ S(C), and the Betti rank (1.6)

r(ν) = max
s∈S(C)

dim νBetti,s(TsS).

Retain the notation from (3.2). In particular, we have the period map ϕ =
ϕν : S → Γ\D for the (mixed) Mumford–Tate domain D, the Q-group G = MT(D)
and its unipotent radical V which is a vector group. We emphasize that V is, in
general, not a fiber of VQ.

We prove the following formula for r(ν), which is often computable in practice.

Theorem 4.1. The following formula gives the Betti rank:

(4.1) r(ν) = min
N

{
dimϕ/N (S) +

1

2
dimQ(V ∩N)

}
,

where N runs through the set of normal subgroups of G, and ϕ/N is the induced map

ϕ/N : S
ϕ−→ Γ\D [pN ]−−−→ Γ/N\(D/N)

with [pN ] the quotient defined in (2.11).

Taking N = {1} and N = G, we recover the trivial upper bound (3.6) of r(ν).
We also show that the Betti foliation defines Zariski’s closed strata on S.
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Theorem 4.2. For each t ≥ 0, the set

SBetti(t) := {s ∈ S(C) : dimν(s)(ν(S) ∩FBetti) ≥ t}

is Zariski closed in S. In particular, r(ν) = dimS −min{t ≥ 0 : SBetti(t) = S}.

The proofs of Theorem 4.1 and Theorem 4.2 are simultaneous and follow the
guideline of the first-named author’s [Gao20a] on the case when J(VZ) is polarizable.
A key ingredient for our proof is the mixed Ax–Schanuel theorem for admissible VMHS
independently proved by Chiu [Chi24] and Gao–Klingler [GK24]. We also invoke
[BBT23] on the algebraicity of ϕ(S), whose proof builds up on o-minimal GAGA, to
ease the notation for the proof. Another crucial input for the proof is the o-minimal
structure associated with the period map [BBKT24], which we recalled in §3.2. This
allows us to apply (o-minimal) definable Chow.

4.1. Replacing S by ϕ(S). We shall replace S by ϕ(S) in our proof using
[BBT23]. This largely eases the notation.

By the main result of [BBT23], the period map ϕ = ϕν : S → Γ\D factors as

S → S′
ι−→ Γ\D, with S → S′ a dominant morphism between algebraic varieties

and ι an immersion in the category of complex varieties. Then ι induces an integral
admissible VMHS on S′ for which ι is the period map. By abuse of notation, we use
ϕ : S → S′ and see ι as an inclusion. We have the following diagram.

S′ �
� //

""

Γ\D

[p]

��
S

ϕ0 //

ϕ

@@

Γ0\D0

with the dotted arrow being the restriction [p]|S′ .
Recall from Remark 3.2 that Jν := S ×Γ0\D0

(Γ\D) is an intermediate Jacobian
over S. Set J′ := S′ ×Γ0\D0

(Γ\D); it is an intermediate Jacobian over S′. Then the

inclusion S′ ⊆ Γ\D yields a section ν′ of J′ → S′, and thus we can define S′Betti(t) for
each t ≥ 0 with respect to ν′. We have the following commutative diagram, with ϕJ

induced by ϕ, such that ϕJ ◦ ν = ν′ ◦ ϕ:

Jν
ϕJ //

��

J′

��
S

ϕ //

ν

BB

S′.

ν′

\\

For each r ≥ 0, denote by

(4.2) S≥r := {s ∈ S(C) : dims ϕ
−1(ϕ(s)) ≥ r}.

It is a closed algebraic subset of S by upper semi-continuity.
By (the proof of) Lemma 3.1, more precisely the second equality of (3.4), we have

(4.3) SBetti(t) = S≥t ∪
⋃

0≤r≤t−1
S≥r ∩ ϕ−1

(
S′Betti(t− r)

)
.
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This equality allows us to replace S by ϕ(S) to study the Betti rank and the Betti
strata.

4.2. Bi-algebraic system and Ax–Schanuel. From now on, in the whole sec-
tion, we replace S by ϕ(S) and view S as an algebraic subvariety of the complex
analytic space Γ\D, unless otherwise stated.

Let Ỹ ⊆ D (resp. Y ⊆ S) be a complex analytic irreducible subset (resp. an
irreducible subvariety).

Definition 4.3. (i) The weakly special closure of Ỹ , denoted by Ỹ ws, is

the smallest weak Mumford–Tate domain in D which contains Ỹ .

(ii) The weakly special closure of Y , denoted by Y ws, is u(Ỹ ws) for one (hence

any) complex analytic irreducible component Ỹ of u−1(Y ).

The following Ax–Schanuel theorem for VMHS was independently proved by Chiu
[Chi24] and Gao–Klingler [GK24].

Theorem 4.4 (weak Ax–Schanuel for VMHS). Let Z̃ ⊆ u−1(S) be a complex
analytic irreducible subset. Then

(4.4) dim Z̃Zar + dimu(Z̃)Zar ≥ dim Z̃ws + dim Z̃,

where Z̃ws is the smallest weak Mumford–Tate domain which contains Z̃.

We close this introductory subsection with the following definition. In practice, we
often need to work with algebraic subvarieties Y ⊆ S, which are not weak Mumford–
Tate domains, and the following number measures how far it is from being one.

(4.5) δws(Y ) := dimY ws − dimY.

If we do not replace S by ϕ(S), then each Y on the right-hand side should be replaced
by ϕ(Y ).

Definition 4.5. An irreducible algebraic subvariety Y of S is called weakly op-
timal if the following holds: Y ( Y ′ ⊆ S ⇒ δws(Y ) < δws(Y

′), for any Y ′ ⊆ S
irreducible.

4.3. Applications of Ax–Schanuel. Retain the notation in (3.2). We start
with the following application of mixed Ax–Schanuel.

Proposition 4.6. For each t ≥ 0, SBetti(t) is contained in the union of weakly
optimal subvarieties Y ⊆ S satisfying

(4.6) dimY ≥ dimY ws − dim[p](Y ws) + t.

Proof. It suffices to prove two things:

(i) SBetti(t) is covered by the union of irreducible subvarieties Y ⊆ S satisfying
(4.6) (without requiring Y to be weakly optimal);

(ii) If Y ⊆ S is an irreducible subvariety satisfying (4.6) and is maximal for this
property with respect to inclusions, then Y is weakly optimal.
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Let us prove (i). By Lemma 3.1, more precisely the first equality of (3.4), SBetti(t)
is covered by irreducible subvarieties Y ⊆ S such that

Y := u({a} × C̃)
Zar

,

for some complex analytic irreducible C̃ ⊆ D0 with dim C̃ = t and some a ∈ V (R).

Apply mixed Ax–Schanuel in this context (Theorem 4.4 to {a}× C̃). Then we get

dim {a} × C̃
Zar

+ dimY ≥ dim({a} × C̃)ws + t.

By Lemma 2.5, {a} × C̃
Zar

= {a} × C̃
Zar

. Hence

dimY ≥ dim({a} × C̃)ws − dim C̃
Zar

+ t ≥ dim({a} × C̃)ws − dim C̃ws + t.

The last inequality holds because C̃
Zar

⊆ C̃ws. So

dimY ≥ dim({a} × C̃)ws − dim C̃ws + t.

Now, to prove (i), it suffices to prove dim({a} × C̃)ws = dimY ws and dim C̃ws =
dim[p](Y ws).

Let us prove u(({a} × C̃)ws) = Y ws; the upshot is dim({a} × C̃)ws = dimY ws.

By definition of Y , we have u({a} × C̃) ⊆ Y . Hence u(({a} × C̃)ws) ⊆ Y ws. On

the other hand, u(({a} × C̃)ws) is closed algebraic by [BBKT24, Cor. 6.7] (which
is a consequence of the o-minimal setup explained in §3.2 and definable Chow). So

Y ⊆ u(({a} × C̃)ws). So Y ws ⊆ u(({a} × C̃)ws). Now we have established u(({a} ×
C̃)ws) = Y ws.

Similarly, we have dim C̃ws = dim[p](Y ws). Hence, we are done for (i).
For (ii), let Y ⊆ Y ′ ⊆ S. Assume δws(Y ) ≥ δws(Y

′), i.e.

dimY ws − dimY ≥ dimY ′,ws − dimY ′.

The assumption on Y implies dimY ws−dimY ≤ dim[p](Y ws)− t. Combined with the
inequality above, we obtain dimY ′,ws − dimY ′ ≤ dim[p](Y ′,ws) − t because Y ⊆ Y ′.
Therefore Y = Y ′ by maximality of Y . So Y is weakly optimal by definition. Hence,
(ii) is established. �

Next we apply the following finiteness result called Geometric Zilber–Pink, proved
by Baldi–Urbanik [BU24, Thm. 7.1], in the case of weight −1 and 0. This proposition
itself is an application of mixed Ax–Schanuel. The blueprint was laid by Ullmo [Ull14],
and the current version of the finiteness statement was proved by Daw–Ren [DR18]
for pure Shimura varieties and by the first-named author [Gao20b, Thm. 1.4] for
mixed Shimura varieties of Kuga type, i.e. when J(VZ) is polarizable. Passing from
the Shimura case to variations of (mixed) Hodge structures, it will proved by Baldi–
Klingler–Ullmo [BKU24, §6] for the pure case before the final version for VMHS
was proved by Baldi–Urbanik [BU24, Thm. 7.1]. We point out that weakly optimal
subvarieties are called monodromically atypical maximal in [BKU24] and [BU24].
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Proposition 4.7. There exist finitely many pairs (D1, N1), . . . , (Dk, Nk), with
each Dj a Mumford–Tate domain contained in D and Nj a normal subgroup of MT(Dj),
such that the following holds. For each weakly optimal subvariety Y ⊆ S, Y ws is the
image of an Nj(R)+-orbit contained in Dj under u : D→ Γ\D for some j ∈ {1, . . . , k}.

Denote by Γj = Γ∩MT(Dj)(Q) and Γj,/Nj
= Γj/(Γj∩Nj(Q)). Then equivalently,

each such Y ws is a fiber of the quotient [pNj ] : u(Dj) = Γj\Dj → Γj,/Nj
\(Dj/Nj).

In §3.2, we endowed Γ\D with a semi-algebraic structure, and hence Γj\Dj with
a semi-algebraic structure. We can endow Γj,/Nj

\(Dj/Nj) with a semi-algebraic
structure in a similar way. Then [pNj ] is semi-algebraic because the quotient map
Dj → Dj/Nj is.

4.4. Proof of Theorem 4.1. For each j ∈ {1, . . . , k}, the set u(Dj) ∩ S is a
closed algebraic subset of S by [BBKT24, Cor. 6.7]; this is a consequence of the
o-minimal setup explained in §3.2 and definable Chow. The restriction

[pNj
]|S : u(Dj) ∩ S → Γj,/Nj

\(Dj/Nj)

is both complex analytic and definable; see §3.2.
For each t ≥ 0, the subset

(4.7) Ej(t) :=

{
s ∈ u(Dj) ∩ S : dims[pNj

]|−1
S ([pNj

](s)) ≥ 1

2
dim(V ∩Nj) + t

}
is both definable and complex analytic in u(Dj) ∩ S. Hence, Ej(t) is algebraic by
definable Chow. Moreover, it is closed in u(Dj) ∩ S by the upper semi-continuity of
fiber dimensions. So Ej(t) is a closed algebraic subset of S.

Proposition 4.8. For each t ≥ 0, we have

SBetti(t) ⊆
⋃k

j=1
Ej(t).

Proof. Let t ≥ 0. By Proposition 4.6, SBetti(t) is covered by weakly optimal
Y ⊆ S such that dimY ≥ dimY ws−dim[p](Y ws) + t. Then by Proposition 4.7, Y ws is
a fiber [pNj

] for some j ∈ {1, . . . , k}, and hence dimY ws−dim[p](Y ws) = 1
2 dim(V ∩Nj).

So dimY ≥ 1
2 dim(V ∩Nj) + t. So Y ⊆ Ej(t) because [pNj

](Y ) is a point. �

Now we are ready to prove Theorem 4.1.

Proof of Theorem 4.1. In this proof, we go back to our original setting and

do not replace S by ϕ(S). We have S
ϕ−→ S′ ⊆ Γ\D with S′ = ϕ(S) an algebraic

subvariety of Γ\D.
Let us prove “≤”. By (3.5) we have r(ν) = maxs̃∈S̃(dϕ̃V )s̃. Hence r(ν) ≤

dimϕ/N (S) + 1
2 dim(V ∩N) for any normal subgroup N CG.

Let us prove “≥”. Let t = dimS−r(ν). Then SBetti(t) contains a non-empty open
subset of San. By (4.3) and Proposition 4.8 (which should be applied to S′Betti(t− r)
for each 0 ≤ r ≤ t− 1), we have

SBetti(t) ⊆ S≥t ∪
⋃

0≤r≤t−1, 1≤j≤k
S≥r ∩ ϕ−1 (Ej(t− r)) .
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Each S≥r is Zariski closed in S, and each Ej(t − r) is Zariski closed in S′ = ϕ(S).
Hence, each member in the union on the right-hand side is Zariski closed in S. Taking
the Zariski closure of both sides, we then have S equal to a member on the right-hand
side.

If S = S≥t, then “≥” holds already for N = {1}.
Assume S = S≥r ∩ ϕ−1 (Ej(t− r)) for some 0 ≤ r ≤ t − 1 and some j. Then

S = S≥r = ϕ−1 (Ej(t− r)), So each fiber of ϕ has dimension ≥ r, and S′ = Ej(t− r).
Moreover, MT(Dj) = G because S′ = ϕ(S) is Hodge generic in Γ\D. Set N = Nj .
Each fiber of the map

ϕ/N : S
ϕ−→ S′ ⊆ Γ\D [pN ]−−−→ Γ/N\(D/N),

has C-dimension ≥ r +
(

1
2 dim(V ∩N) + (t− r)

)
= 1

2 dim(V ∩N) + t by definition of
Ej(t− r). So

r(ν) = dimS−t ≥
(

dimϕ/N (S) +
1

2
dim(V ∩N) + t

)
−t = dimϕ/N (S)+

1

2
dim(V ∩N).

So, “≥” is established. �

4.5. Zariski closedness of the degeneracy loci. We start with the following
lemma, which is the converse of Proposition 4.8.

Lemma 4.9. For each t ≥ 0 and each j ∈ {1, . . . , k}, we have Ej(t) ⊆ SBetti(t).

Proof. Fix j. Denote by Hj = MT(Dj), Vj := V ∩ Hj , and Hj,0 := Hj/Vj .
Under the identification D = V (R) ×D0 below Lemma 2.4, we have Dj = (Vj(R) +
v′)× p(Dj) for some v′ ∈ V (Q) by Lemma 2.4 (applied to both Dj and D).

Because NjCHj , we have: (i) V ∩Nj = Vj∩Nj is a Hj,0-module; (ii) the action of
p(Nj)CHj,0 on Vj/(Vj ∩Nj) is trivial. Let x ∈ Dj . Under Dj = (Vj(R)+v0)×p(Dj),
write x = (v, x0). Then Nj(R)+x becomes ((V ∩Nj)(R) + v)× p(Nj)(R)+x0. Notice
that this v ∈ V (R) is fixed.

For each s ∈ Ej(t), by definition there exist an irreducible Ỹ ⊆ u−1(S) ∩Dj such

that s ∈ u(Ỹ ), dim Ỹ ≥ 1
2 dim(V ∩ Nj) + t, and that Ỹ is contained in a fiber of

the quotient Dj → Dj/Nj . The last condition implies that Ỹ ⊆ Nj(R)+x for some

x ∈ Dj . Hence by the discussion above, Ỹ ⊆ ((V ∩ Nj)(R) + v) × D0 for a fixed

v ∈ V (R). Now that dimC Ỹ ≥ 1
2 dim(V ∩Nj) + t, the following property holds: For

each (a, x0) ∈ Ỹ ⊆ ((V ∩ Nj)(R) + v) × D0, there exists a complex analytic subset

C̃ ⊆ D0 with dim C̃ ≥ t such that {a} × C̃ ⊆ Ỹ . Hence s ∈ SBetti(t) by Lemma 3.1
(more precisely, the first equality in (3.4)). Now, the conclusion of the lemma holds as
s runs over Ej(t). �

Now we are ready to prove Theorem 4.2.

Proof of Theorem 4.2. In this proof, we go back to our original setting and

do not replace S by ϕ(S). We have S
ϕ−→ S′ ⊆ Γ\D with S′ = ϕ(S) an algebraic

subvariety of Γ\D.
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By (4.3), Proposition 4.8 and Lemma 4.9 (both applied to S′Betti(t − r) for each
0 ≤ r ≤ t− 1), we have

(4.8) SBetti(t) = S≥t ∪
⋃

0≤r≤t−1, 1≤j≤k
S≥r ∩ ϕ−1 (Ej(t− r)) .

So SBetti(t) is Zariski closed in S because each member in the union on the right-hand
side is. The “In particular” part is easy to check once we have established the Zariski
closedness of SBetti(t). �

5. Application to non-degeneracy in some geometric cases

In this section, we give two applications of Theorem 4.1: when the VHS is irre-
ducible or when it has a simple algebraic monodromy group. Both cases apply to the
Gross-Schoen and the Ceresa normal functions. Retain all the notation from §4.

Theorem 5.1. Assume: (i) (VZ,F
•) → S is irreducible, i.e. the only sub-VHSs

are trivial or itself; (ii) ν(S) is not a torsion section. Then

r(ν) = min

{
dimϕ(S),

1

2
dimVQ,s

}
for one (and hence for all) s ∈ S(C).

In particular, if futhermore dimϕ(S) = dimS and dimVQ,s ≥ 2 dimS, then we
have r(ν) = dimS.

Proof. Set G0 = G/V . Then V is a G0-submodule of VQ,s for one (and hence
all) s ∈ S(C), and G0 is by definition a subgroup of GL(VQ,s).

By (i), VQ,s is irreducible as a G0-module. By (ii), V 6= {0}. Hence V = VQ,s.
Thus we have G0 ⊂ GL(V ). Let N be a normal subgroup of G. Then V ∩ N is a
G0-submodule of V , and hence gives rise to a sub-VHS of (VZ,F

•) → S. Hence by
(i), either V ∩N = {0} or V ∩N = V .

In the first case V ∩N = {0}, we have the image N0 of N acting trivially on V .
Thus N0 = 0. This shows that N is trivial. So r(ν) = dimϕ(S) in this case.

In the second case, V ∩N = V . It is clearly true that

min
N, V ∩N=V

{
dimϕ/N (S)

}
+

1

2
dimV

is attained at N = G and hence equals 1
2 dimV . Thus in this case r(ν) = 1

2 dimV =
1
2 dimVQ,s by (4.1).

Now, we are done by combining the two cases above. �

Theorem 5.2. Assume: (i) the connected algebraic monodromy group H of (VZ,F
•)→

S is simple; (ii) (VZ,F
•) → S has no isotrivial sub-VHS, i.e. locally constant VHS.

Then

r(ν) = min

{
dimϕ(S),

1

2
dimV

}
.

An important case where assumption (i) is satisfied is when the generic Mumford–
Tate group of (VZ,F

•)→ S is quasi-simple; this follows from Deligne [Del87, §7.5].
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Proof. Set G0 = G/V . By Deligne [Del87, §7.5], H CGder
0 .

Let N be a normal subgroup of G. The reductive part N0 := N/(V ∩ N) is a
normal subgroup of G0. Now that N0 ∩H is a normal subgroup of H, by (i), we have
that either N0 ∩H is finite or H < N0.

Assume H < N0. Since G0 is reductive, we can decompose V = (V ∩N)
⊕

(V ∩
N)⊥ as G0-modules. Now (V ∩N)⊥ gives rise to a sub-VHS of (VZ,F

•). But H acts
trivially on (V ∩N)⊥ because N0 acts trivially on V/(V ∩N). So (V ∩N)⊥ = {0} by
(ii). Hence V ∩N = V , and hence V < N . So in this case we have

dimϕ/N (S) +
1

2
dim(V ∩N) ≥ 1

2
dimV.

The equality obtains when N = G. So in this case r(ν) = 1
2 dimV by (4.1).

Assume that N0 ∩ H is finite. To handle this case, we again use the universal

period map of the VHS ϕ̃0 : S̃ → D0 associated with the VHS VZ → S from (3.2),
where D0 is a G0(R)+-orbit and the natural projection p : D→ D0 is induced by the
quotient p : G→ G0. Moreover, we have ϕ̃0 = p ◦ ϕ̃.

By logarithmic Ax [GK24, Thm. 7.2], we have ϕ̃0(S̃) ⊆ H(R)+x0 for some

x0 ∈ D0. So ϕ̃(S̃) ⊆ p−1(ϕ̃0(S̃)) ⊆ p−1(H(R)+x0). Under D = V (R) × D0 below

Lemma 2.4, we have ϕ̃(S̃) ⊆ V (R)×H(R)+x0.

Recall the definition ϕ/N : S
ϕ−→ Γ\D [pN ]−−−→ Γ/N\(D/N), with [pN ] induced by

pN : G→ G/N . Notice that pN can be decomposed as the composite

pN : G
pV ∩N−−−−→ G/(V ∩N)

pN0−−→ G/N,

and this induces

[pN ] : Γ\D [pV ∩N ]−−−−→ Γ/V ∩N\(D/(V ∩N))
[pN0

]
−−−→ Γ/N\(D/N).

We claim that dim([pV ∩N ]◦ϕ)(S) = dim([pN0 ]◦ [pV ∩N ]◦ϕ)(S) = dimϕ/N (S). Indeed,

[pN ] is obtained from the composite pN : D
pV ∩N−−−−→ D/(V ∩ N)

pN0−−→ D/N , and we

are left to prove that each fiber of pN0 restricted to pV ∩N (ϕ̃(S̃)) has dimension 0.
Denote for simplicity by V ′ := V/(V ∩ N). Then D/(V ∩ N) = V ′(R) × D0, and

pV ∩N (ϕ̃(S̃)) ⊆ V ′(R)×H(R)+x0 by the conclusion of the previous paragraph. Let us
furthermore decompose D0. As a reductive group, G0 is the almost direct product of
Z(G0) and its simple factors. Both N0 and H are normal subgroups of G0. So G0 =
Z(G0) ·N0 ·H ·H ′ as an almost direct product, where H ′ is a semisimple subgroup of
G0. Applied to D0 = G0(R)+x0, we then have a decomposition D0 ' DN0

×DH×DH′

with DN0
= N0(R)+x0 and DH = H(R)+x0 and DH′ = H ′(R)+x0. Now D/(V ∩N) '

V ′(R)×DN0×DH×DH′ , and pV ∩N (ϕ̃(S̃)) ⊆ V ′(R)×{z}×DH×{z′} for some z ∈ DN0

and z′ ∈ DH′ , and pN0
is the projection V ′(R)×DN0

×DH×DH′ → V ′(R)×DH×DH′ .
Hence we establish our claim.

Notice that each fiber of [pV ∩N ] has dimension 1
2 dim(V ∩ N). So dimϕ(S) −

dim([pV ∩N ]◦ϕ)(S) ≤ 1
2 dim(V ∩N). We proved in the previous paragraph dim([pV ∩N ]◦

ϕ)(S) = dimϕ/N (S). So

dimϕ/N (S) +
1

2
dim(V ∩N) ≥ dimϕ(S).
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The equality is attained when N = 1. So in this case r(ν) = dimϕ(S) by (4.1).
Now, we are done by combining the two cases above. �

We can say more. Griffiths’ transversality says that νBetti,s(u) ∈ V−1,0
s for all

s ∈ S(C) and νBetti,s defined in (1.5). So νBetti,s(TsS) < 1
2 dimV if J(V′Z)→ S is not

an abelian scheme, with V′Z defined in Remark 3.2. Hence dimV > 2 dimϕ(S) in the
situations of Theorem 5.1 and Theorem 5.2 unless J(V′Z)→ S is an abelian scheme.

By Theorem 4.2, SBetti(1) is a proper Zariski closed subset of S if r(ν) = dimS.
Observe that SBetti(1) contains any complex analytic curve C ⊆ S such that ν(C) is
torsion, because all torsion multi-sections are leaves of the Betti foliation. So there are
at most countably many s ∈ S(C) outside SBetti(1) such that ν(s) is torsion, and we
get:

Corollary 5.3. Under the assumptions of either Theorem 5.1 or Theorem 5.2.
Assume that the period map ϕ is generically finite and that dimS ≤ 1

2 dimQ V . Then
there exists a Zariski open dense subset U of S such that ν(s) is torsion for at most
countably many s ∈ U(C). Indeed, one can take U = S \ SBetti(1).

Remark 5.4. In general, ϕ is not necessarily generically finite. Then the conclu-
sion becomes: there exists a Zariski open dense subset U of S such that {s ∈ U(C) :
ν(s) is torsion} is contained in at most countably many fibers of ϕ. Indeed, ϕ(S) is
an algebraic variety by [BBT23]. Then we can conclude by applying Corollary 5.3 to
ϕ(S) and the induced normal function ν′ (see §4.1 for the construction of ν′).

In Corollary 5.3 and Remark 5.4, the condition “dimS ≤ 1
2 dimQ V ” can be re-

moved if J(V′Z)→ S is not an abelian scheme.

6. Degeneracy loci

In this section, we continue to use the notation in §4 and make the following
assumption:

(Hyp): Each fiber of the period map ϕ = ϕν : S → Γ\D is finite and

dimS > 0.

For each t ≥ 0, define the t-th degeneracy locus of S to be

(6.1) Sdeg(t) :=
⋃

Y⊆S, dimY >0
dimY >dimY ws−dim[p](Y ws)−t

Y,

where Y runs over all irreducible subvarieties of S. This defines the degeneracy strata
on S

(6.2) Sdeg(0) ⊆ Sdeg(1) ⊆ · · · ⊆ Sdeg(t0) ⊆ · · ·

Lemma 6.1. In the definition (6.1), we may furthermore assume Y to be weakly
optimal in S (see Definition 4.5).

An upshot of this lemma is Sdeg(0) = SBetti(1) in view of Proposition 4.6.
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Proof of Lemma 6.1. Assume Y ⊆ S satisfies

dimY > dimY ws − dim[p](Y ws)− t
and is maximal for this property. It suffices to prove that Y is weakly optimal.

Let Y ⊆ Y ′ ⊆ S with Y ′ irreducible. Assume δws(Y ) ≥ δws(Y
′), i.e.

dimY ws − dimY ≥ dimY ′,ws − dimY ′.

The assumption on Y implies dimY ws−dimY < dim[p](Y ws)+ t. Combined with the
inequality above, we obtain dimY ′,ws − dimY ′ < dim[p](Y ′,ws) + t because Y ⊆ Y ′.
Therefore Y = Y ′ by the maximality of Y . So Y is weakly optimal by definition. We
are done. �

Now Geometric Zilber–Pink (Proposition 4.7) gives finitely many pairs (D1, N1), . . . , (Dk, Nk)
such that for each weakly optimal Y in S, its weakly special closure Y ws is a fiber of

[pNj
] : Γj\Dj → Γj,/Nj

\(Dj/Nj).

Define for each j ∈ {1, . . . , k} and t ≥ 0 the set
(6.3)

Fj(t) :=

{
s ∈ u(Dj) ∩ S : dims[pNj

]|−1
S ([pNj

](s)) > max{0, 1

2
dim(V ∩Nj)− t}

}
which is both definable and complex analytic in u(Dj) ∩ S, and hence is algebraic by
definable Chow. Moreover it is Zariski closed in S by the upper semi-continuity of
fiber dimensions.

Theorem 6.2. We have

(6.4) Sdeg(t) =

k⋃
j=1

Fj(t).

In particular, Sdeg(t) is Zariski closed in S, and hence the degeneracy strata (6.2) is
stable by Noetherian condition.

Before moving on to the proof, let us make the following definition.

Definition 6.3. The degenerate degree of S is the minimal t0 ≥ 0 such that
Sdeg(t0) = S.

By definition, we have t0 ≤ dimSws− dim[p](Sws) because we can take Y to be S
in (6.1) when t = dimSws − dim[p](Sws).

Proof of Theorem 6.2. By Lemma 6.1, Sdeg(t) is covered by weakly optimal
Y ⊆ S such that dimY > max{0,dimY ws−dim[p](Y ws)−t}. Then by Proposition 4.7,
Y ws is a fiber [pNj ] for some j ∈ {1, . . . , k}, and hence dimY ws − dim[p](Y ws) =
1
2 dim(V ∩ Nj). So dimY > max{0, 1

2 dim(V ∩ Nj) − t}. Notice that [pNj ](Y ) is a

point because Y ⊆ Y ws. So Fj(t) ⊆ Sdeg(t). �

Theorem 6.4. The degenerate degree t0 of S can be computed by the formula

(6.5) t0 = min
N

{
1

2
dimQ(V ∩N) + dimϕ/N (S)

}
− dimS + 1
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where N runs over all normal subgroups of G such that dimS − dimϕ/N (S) > 0.

Proof. We have S = Sdeg(t0). So Sdeg(t0) = Fj(t0) for some j ∈ {1, . . . , k} by
(6.4). Without loss of generality we may assume j = 1. Then D1 = D, and hence
N C G. We have S ⊆ u(D). Since S = F1(t0), by (6.3) each fiber of [pN1

]|S has
dimension > max{0, 1

2 dim(V ∩N1)− t0}. Therefore

dimS − dimϕ/N1
(S) > max

{
0,

1

2
dim(V ∩N1)− t0

}
.

So t0 >
1
2 dim(V ∩N1) + dimϕ/N1

(S)− dimS. This establishes ≥.

Conversely, take NCG such that dimS−dimϕ/NS > 0 and that 1
2 dimQ(V ∩N)+

dimϕ/N (S) attains its minimum. Set t′ := 1
2 dimQ(V ∩N) + dimϕ/N (S)− dimS + 1.

Each fiber of ϕ/N is a Zariski closed subset of S, and has an irreducible component
Y such that dimY ≥ dimS − dimϕ/N (S) > 0. Moreover, the union of such Y ’s is
Zariski dense in S.

Take such a Y . Then Y ws is contained in a fiber of [pN ]. So dimY ws−dim[p](Y ws) ≤
1
2 dim(V ∩N). Therefore

dimY ws−dim[p](Y ws)−t′ ≤ 1

2
dim(V ∩N)−t′ = dimS−dimϕ/N (S)−1 ≤ dimY −1.

So Y ⊆ Sdeg(t′) by definition (6.1). This shows that S ⊆ Sdeg(t′). So t0 ≤ t′.
We are done. �

7. A discussion towards the arithmetic situation

Let S be a quasi-projective complex variety, f : X → S be a smooth family of
projective varieties of relative dimension d, and N be a relatively ample line bundle
on X. Let Z be a family of homologically trivial cycles of codimension n in X/S with
n ≤ d+1

2 , which is homologically trivial and primitive on each geometric fiber Xs in

the sense that c1(Ns)
d+2−2n · Zs = 0 in Chd+2−n(Xs).

Assume that f , N , Z are defined over a number field k; in general, any family X/S
can be embedded into one defined over a number field k by the Lefschetz principle.

The family Z defines a normal function ν = νZ : S → Jn(X/S)prim, s : AJ(Zs) for
the Abel–Jacobi map constructed by Griffith [Gri69, §11], where Jn(X/S)prim is the
intermediate Jacobian associate with the following VHS:

Hn := ker
(
c1(N)d+2−2n : R2n−1f∗Z(n)−→R2d−2n+3f∗Z(d+ 2− n)

)
.

We would like to propose the following conjecture on the rationality of the Betti
strata.

Conjecture 7.1. The Betti stratum SBetti(t) is defined over k for each t ≥ 0.

In [GZ24], we proved Conjecture 7.1 for t = 1 for the Gross–Schoen cycles and
Ceresa cycles for any subvariety S of Mg. The key point of the proof is the volume
identity [GZ24, Thm. 5.1], which is an arithmetic result. We expect this volume
identity to be true for any such family f : X → S. We point out that in the particular
case where k is replaced by Q, some partial results towards Conjecture 7.1 can be
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deduced from [KOU23], whose proof is purely geometric (functional transcendental
method). In the case where Jn(X/S)prim is an abelian variety, Conjecture 7.1 is known

with k replaced by Q by [Gao21, Prop. 4.2.4].
When the period map ϕ = ϕν has finite fibers, we also expect the degeneracy

locus Sdeg(t) to be defined over k for each t ≥ 0. This is also proved in the Shimura
case by [Gao21, Prop. 4.2.4] when k is replaced by Q.

Question 7.2. Is it true that Zs is non-torsion in Chn(Xs) for all s ∈ (S \
SBetti(1))(C)?

This question has an affirmative answer for transcendental points in S \ SBetti(1).
More precisely, denote by Samp := S \SBetti(1). Then for any s ∈ Samp(C) \Samp(Q),
the cycle class Zs is non-torsion in Chn(Xs). To work with Q-points, one needs the
degeneracy loci defined in §6 as indicated by [GH23].
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